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Administrative

ÅWebsite:cars.mit.edu

ÅContact Email: deepcars@mit.edu

ÅRequired: 
ÅCreate an account on the website.

ÅFollow the tutorial for each of the 2 projects.

ÅRecommended:
ÅAsk questions

ÅWin competition!

http://cars.mit.edu/
mailto:deepcars@mit.edu
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DeepTraffic: Solving Traffic with Deep Reinforcement Learning
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Supervised 
Learning

Unsupervised 
Learning

Semi-Supervised
Learning

Reinforcement
Learning

Standard supervised learning pipeline:

Types of machine learning:

References: [81]
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Perceptron: Weighing the Evidence

References: [78]

E
v
id

e
n
c
e D

e
c
is

io
n

s



Lex Fridman:
fridman@mit.edu

Website:
cars.mit.edu

January
2017

Course 6.S094:
Deep Learning for Self-Driving Cars

Perceptron: Implement a NAND Gate

ÅUniversality:NAND gates are functionally complete, 
meaning we can build any logical function out of them.

References: [79]
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Perceptron: Implement a NAND Gate
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Perceptron > NAND Gate

References: [80]

Both circuits can represent arbitrary logical functions:

.ǳǘ άǇŜǊŎŜǇǘǊƻƴ ŎƛǊŎǳƛǘǎέ Ŏŀƴ ƭŜŀǊƴΧ
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The Process of Learning:

Small Change in Weights Ą Small Change in Output

References: [80]
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The Process of Learning:

Small Change in Weights Ą Small Change in Output

References: [80]

¢Ƙƛǎ ǊŜǉǳƛǊŜǎ ŀ άǎƳƻƻǘƘƴŜǎǎέ

Perceptron Neuron

Smoothness of activation function means: the ɲoutput is a linear function of the ɲweights and ɲbias

Learning is the process of gradually adjusting the weights to achieve any gradual change in the output.
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Combining Neurons into Layers

Feed Forward Neural Network Recurrent Neural Network

- Have state memory
- Are hard to train
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Task: Classify and Image of a Number

References: [80]

Input:
(28x28)

Network:



Lex Fridman:
fridman@mit.edu

Website:
cars.mit.edu

January
2017

Course 6.S094:
Deep Learning for Self-Driving Cars

Task: Classify and Image of a Number

References: [63, 80]

DǊƻǳƴŘ ǘǊǳǘƘ ŦƻǊ άсέΥ

ά[ƻǎǎέ ŦǳƴŎǘƛƻƴΥ
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Philosophical Motivation for Reinforcement Learning

Takeaway from Supervised Learning:

Neural networks are great at memorization and not (yet) 
great at reasoning.

Hope for Reinforcement Learning: 

Brute-force propagation of outcomes to knowledge about 
states and actions. This is a kind of brute-ŦƻǊŎŜ άǊŜŀǎƻƴƛƴƎέΦ
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Agent andEnvironment

ÅAt each step the agent:
ÅExecutes action

ÅReceives observation (new state)

ÅReceives reward

ÅThe environment:
ÅReceives action

ÅEmits observation (new state)

ÅEmits reward

References: [80]
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Reinforcement Learning

Reinforcement learning is a general-purpose framework for decision-making:

ÅAn agent operates in an environment: Atari Breakout

ÅAn agent has the capacity to act

Å9ŀŎƘ ŀŎǘƛƻƴ ƛƴŦƭǳŜƴŎŜǎ ǘƘŜ ŀƎŜƴǘΩǎ future state

ÅSuccess is measured by a reward signal

ÅGoal is to select actions to maximize future reward

References: [85]


